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Introduction

The objective of this project was to design, develop and formatively evaluate a

computerized tool to aid in the conduct of a detailed cognitive task analysis. A cognitive

task analysis provides an explicit description of the procedural knowledge required to

perform a task. These descriptions are referred to as cognitive models or mental models.

These models consist of a set of procedural knowledge units which can be executed by a

production system to simulate how to do something. Consequently, the kinds of tasks

which can be modeled as a result of this research are limited by two restrictions. First, the

tasks must specify how to do something as opposed to how something works. Kieras and

Poison (1985) have discriminated between these two types of knowledge by referring to

them as "how-to-do-it" knowledge and "how-it-works" knowledge, respectively. "How-

to-do-it" knowledge refers to that knowledge which explicitly describes, for example, how

to drive a car. "How-it-works" knowledge explicitly describes the inner workings of the

physical system which enables a car to be driven. It appears from our research that the

process of eliciting knowledge which explicitly describes "how-to-do-it" versus "how-it-

works" is the same; however, the instructions for eliciting "how-it-works" knowledge

requires different semantics. Likewise, the knowledge 'mnits for mentally modeling how to

do something and how something works appear to share the same structure.

The second constraint limiting the range of tasks which can be modeled as a result

ofthis research effort, was that the units of knowledge making up the model conform to

the structure of a production unit executable by a production system architecture of

cognition. Production systems of cognitive psychological processes were introduced by

Newell (1973) and Newell and Simon (1972) as a result of their work in understanding

human problem solving. Production systems were later applied to human learning by



Andersop Klein and Beasley (1980). A production system was also the fundamental

architecture for Anderson's (1983) Adaptive Control of Thought (ACT) model Since

then the production system architecture has been applied to modeling a wide range of

cognitive tasks (Klahr, Langley and Neeches, 1987).

Production System Framework

A production system consists of a ccllection of production rules and a working

memory. The working memory consists o•f a representation of the current goal(s) which

the system is attempting to achieve, the status of current and past actions, and information

about the current environment. A production rule takes the form of a condition-action

pair: IF (condition(s) THEN action(s)). The condition side of the rule consists of the

contents of working memory: specific goals, the status of recent past and current actions,

and specific input from the environment. The action(s) can consist of overt behavioral

acts or the addition or deletion of information in working memory. A whole set of these

production rules make up a program which, when executed, simulates how to do

something.

The process which drives this simulation is referred to as the recognize-act

process. During the recognize stage, the condition side of the rules making up the

program are compared to the contents of working memory. If a rule's conditions match

with the contents of working memory then the action side of the rule is fired. This action

in turn changes the contents of working memory. On the next cycle of the process, the

recognize stage again compares the new contents of working memory with the set of

production rule conditions and fires another action if the conditions of a rule match. This

process continues until the goal which motivates the system is achieved. Therefore, given

I 2



I this definition, the objective of conducting a cognitive task analysis is to create an explicit

set of production rules having the structure: IF (condition(s) THEN action(s)). This

knowledge program can be executed by a production system to simulate the mental and

behavioral operations required to perform a task. The resultant models created by such an

analysis have been demonstrated to be extremely accurate in predicting human

I performance on procedural tasks (Card, Moran and Newell, 1983; Kieras and Poison,

1985; Poison, 1987; Kieras and Meyer, 1992; Gray, John, and Atwood, 1992 and Peck

and John, 1992).

I
Applicability of Cognitive ModelsI

To date, the cognitive models which result from a detailed cognitive task analysis

have been applied to the development of intelligent tutoring systems, the prediction of

human performance, the evaluation of the complexity of human computer interfaces, the

development of models of human problem solving, the understanding of human learning,

and the development of real time knowledge-based simulations of tactical decisions.

Intelligent Tutoring Application

The intelligent tutoring system case employs a cognitive task model of some

domain which is used to monitor the student's performance and to diagnose difficulties

which the student is having in solving domain related problems. A notable example of an

intelligent tutor employing a cognitive task model is Anderson's LISP tutor (Anderson,

Conrad and Corbett, 1989 and Corbett and Anderson, 1989). As Anderson et al (1989)

have pointed out, one of the important benefits of this tutoring work is the careful task

analysis that goes into developing the production system model of the domain task. This

I 3
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1 analysis yields a more systematic and critical development of the curriculum for

instruction. Indeed Williams, Reynolds, Carolan, Anglin and Shrestha (1990)

demonstrated a 65 percent improvement in skill acquisition by restructuring existing

I curriculum employing a detailed cognitive task analysis approach.

I Predicting Human PerformanceI
The prediction of human cognitive performance is another case in which a detailed

3 cognitive simulation model is a fundamental requirement (Card, Moran and Newell, 1983,

Kieras and Poison, 1985; Kieras, 1988; Gray, John and Atwood, 1992 and John, 1990)

Recently Kieras and Meyer (1992) have demonstrated a 99 percent agreement between

3 observed behavior and predicted behavior when predicted performance was generated

employing a detailed cognitive task model of multi-task performance. Having the power

3 to predict performance via a computational model of a cognitive task can have numerous

applications. One can accurately predict human performance in hypothetical situations

prior to the costly design and development of prototype systems which must be subjected

3 to real world tests. The capability to predict performance of a human operator while

conducting a task in a complex man-machine environment can reduce the time to develop

systems. This prediction can ensure that the human can perform the tasks given a

proposed system design, such that the benefits of a proposed system can be fully achieved.

I Human performance prediction is especially important in the design of man-machine

3 interactions. The ability to predict human operator performance by cognitive simulation

modeling can identify potential design features which may inherently generate operator

3 error due to exceeding human capacities to process information. Predicting human

performance by modeling the cognitive tasks which describe ma-.-machine interactions can

therefore greatly reduce design, development and evaluation costs.

I4
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Problem SolvingI
From a research perspective, cognitive task modeling is fundarr tal to

I explanations of human problem solving and human learning- The early work of Newell

and Simon (1972) focusing upon the discovery of the underlying processes of problem

solving, emphasized the importance of a problem representation in the problem solving

3 process. In accordance with the formulation of the problem solving process, there are two

stages to problem solving: the representation stage and the solution stage (Simon, 1978).

3 The representation stage consists of describing the goals, subgoals. the initial conditions

and the various alternative operations which can be applied to achieve different specific

subgoals in an attempt to achieve the end goal. In short, the representation stage consists

3 of the development of a cognitive model. All of the relevant problem knowledge in the

form of IF (goal, subgoal and conditions) THEN (action) must be retrieved from memory

3 and integrated in such a fashion as to create this problem representation. The

representation or mental model of the problem to be solved is fundamental to the problem

solving process. Without an adequate cognitive model of the problem, the solution cannot

3 be achieved. The solution stage of problem solving consists of making the right choice

between alternative actions to apply to the problem in order to reach specific subgoals,

3 and eventually, the end goal. This implies that good problem solvers have comprehensive

representations or cognitive models made up of many knowledge units of the IF-THEN

form which can be integrated and assessed in terms of their applicability in attaining

3 intermediate subgoals and the end state. Consequently, the ability to generate

comprehensive cj;nitive models of a problem situation is fundamental to problem solving.

3 This formulation of problem solving has been shown to be applicable to such important

activities as scientific discovery. The work of Langley, Simon, Bradshaw and Zytkow

(1987) and Qin and Simon (1990) has demonstrated that the processes which describe and
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replicate how some of the great discoveries in science were achieved, such as Kepler's

laws of motion of planetary bodies, Boyle's law of behavior of gases under pressure,

Galileo's law of uniform acceleration, and Ohm's law of electrical conductivity, are in fact

3 no different than those processes observed in all kinds of problem solving situations.

3 Human LearningI
Other research evolving from studies in problem solving has focused upon an

3 investigation of what is referred to as the "self explanation effect". The self explanation

effect is used to describe why good reasoners or learners differ from poor learners even

when good and poor learners are approximately equal in intelligence and prior knowledge

3 about a domain. Apparently, good learners generate more explanations for the actions

they take in developing a solution to a problem. Poor learners on the other hand do not

3 generate sufficient explanations relative to identifying conditions associated with actions

taken (Chi, Bassok, Lewis, Reimann and Glaser, 1989). In an attempt to determine

exactly how these good learners do what they do, researchers (Van Lehn, Jones and Chi,

3 1991) have built production system models to determine differences in the way in which

good and poor learners represent and solve problems. The cognitive model building

3 process is crucial to the conduct of such learning research.

I Other learning research conducted by Kieras and Bovair (1986) and Bovair, Kieras

3 ano Poison (1990) related to the case of learning a cognitive task has demonstrated that

the time to learn a text editing skill can be predicted from a detailed cognitive task model.

3 Consequently, as we again see, cognitive modeling is essential for the conduct of research

in such important areas as human learning and problem solving.

I
I
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1 Tactical Decision Making TrainingI
As a final point in motivating the significance of cognitive task modeling, it is

3 important to note the applicability of cognitive task modeling for simulator based training

systems. Tactical decision making can be extremely complex depending upon the weapon,

sensor, countermeasure and maneuvering characteristics of the targets which are engaged

3 in the tactical situation. Consequently, training individuals to make the right decisions in

deploying their systems in a tactical situation is, likewise, complex. An important aspect

in training tacticians is to provide a simulation environment in which tacticians can acquire

knowledge of enemy tactics and apply their knowledge of tactics in making decisions to

U overcome the enemy. Of major importance in tactical decision making training is knowing

what the enemy can do. Knowing what the enemy can do allows the tactician to formulate

hypotheses about potential enemy action, verify a specific hypothesis about enemy intent,

and take action to both counter enemy actions and effectively eliminate the threat.

Tactical training, therefore, requires an intimate knowledge of enemy tactics. This

I knowledge is typically acquired in the classroom and then applied in simulator basedu training scenarios. The dynamic exercises generated by simulator based training systems

must therefore demonstrate, with a high degree of fidelity, the tactical behavior of enemy

targets. Williams and Reynolds (1990) developed, demonstrated, and evaluated the

fidelity of a number of Soviet platforms (i.e. air, surface, and subsurface) the tactical

I behavior of which was controlled by cognitive models of Soviet threat tactics in a dynamic

3 trakning simulator environment. Additionally, Williams and Reynolds (1990) provided

simulations of other U.S. Naval platforms operating in consort with each other in a

3 combined arms operation against hostile targets. Expert Naval tacticians agreed that the

tactical behavior of the simulated targets were within 80 percent of what they would

I expect in the real world if they were faced with a similar tactical situation.

I7
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I The benefit of such simulation for training purposes is a reduction in the manpower

required to maneuver targets during simulation exercises. (Targets are typically manually

maneuvered by problem controllers during the conduct of simulation exercises).

3 Furthermore, these cognitive model controlled simulations provide greater realism (i.e.

functional fidelity) to the training situation. Tacticians who can acquire the cognitive

models of hostile tacticians are better prepared to formulate hypotheses and reason about

hostile intent. Solving problems about adversaries, therefore, requires that the tactician

has a comprehensive model of not only his own tactical capability but also that of his

3 opponent (Thagard, 1992). Cognitive model based simulations of opponent tactics can be

quite useful in mission planning and assessing the intent of the opponent during a dynamic

I engagement.

I
Objective of ResearchI

Given the breadth of applications which have involved production system models

I of cognitive tasks, and the impact of such modeling in terms of training gain and the ability

3 to predict human computer interaction, it appears that this modeling process is quickly

becoming a core technology for advanced systems development. However, the benefits

3 from the application of this core technology will not become fully realized until the cost to

develop such models is reduced. Presently the cost of cognitive task modeling is driven by

I the scarcity of those individuals skilled in cognitive modeling and the intensity of labor

required to create such models. Consequently, the objective of this research was to

identify and systematize a process for the conduct of a cognitive task analysis which would

3 lend itself to automation as an interactive computerized aid. The initial application for an

automated process was targeted for capturing knowledge about "how-to-do" something

I8
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U which in turn would be used in developing ideal student models for production system

3 based intelligent tutors for Navy systems operator training.

* Design Guidelines

I In keeping with the objective of this research, a number of design guidelines were

developed to aid in identifying and selecting a cognitive task modeling methodology which

would be applicable to the initial target domain of ideal student modeling for procedural

tasks, as in device operations. The design guidelines consisted of five constraints on the

chosen methodology.I
3 The first constraint addresses the nature of the production system architecture of

cognition. The methodology must yield units of knowledge whose structure and form is

3 consistent with the condition-action units typical of production systems, since this form c

knowledge representation has been shown to mimic human cognition.

The second constraint refers to the breadth of task domains to which such a system

can be applied without the need of prior knowledge about a domain. This is a general

purpose criterion. Some cognitive modeling or knowledge acquisition techniques require

interaction with an individual or a computerized aid which shares some degree of

I knowledge about the task being modeled. Therefore, some automated acquisition

teghniques require preprogramming a portion of knowledge about a domain prior to

eliciting more detailed knowledge from an expert. This process would obviously lend

3 additional cost to automating the modeling process and would reduce user acceptability of

such an automated aid. The objective is to select a methodology that does not require

I prior task knowledge.

!9
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U The third constraint is that the methodology must involve a highly systematic

3 process. The process must be specified to a level of detail which lends itself to translation

into a formal computer program.I
The fourth constraint addresses ease of use. The methodology must elicit

I knowledge from a user in a manner which is simple and natural, and the interface must

3 guide the user through the process without requiring the user to learn a large number of

commands. The process must be compatible with the way in which people typically

3 describe procedural tasks.

I The fifth and last constraint refers to the validity of the methodology. The

methodology must generate models of cognitive tasks which have been empirically

demonstrated to be predictive of human performance. This last constraint lends credibility

3 to the process in that the models can be used to make predictions about human

performance which correlates highly with observed behavior.I
Review of Methodologies, Results and Conclusions

1 The search for an appropriate methodology led to a review of knowledge

acquisition techniques for eliciting and/or acquiring representations of cognitive structures

from experts. Approximately fifty different sources of knowledge acquisition

I methodologies were reviewed. From this review, a classification scheme for organizing

th9 methodologies was developed. A taxonomy of knowledge acquisition techniques was

generated from this initial classification. Instances of techniques which were referred to by

3 different names, but still shared fundamentally similar processes and purposes, were

grouped together and a simple instance was selected from this group to represent the

3 methodology in the taxonomy. The high level classification grouped the methodologies

* 10
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I along a continuum describing the degree which automation played in the elicitation

process. The resultant classes (See Figure 1) consisted of manual methods which included

little if any automation, machine-aided methods which involved interaction between an

3 expert and a computerized aid, and machine learning methods which required minimal

human interaction (Williams and Kotnour, 1993).

3 Each of the methodologies included in the taxonomy was then assessed against the

design guidelines. Those methodologies which were not consistent with each and every

constraint of the guidelines were eliminated from further consideration. As a result of this

process of elimination, two methodologies were found to meet each constraint specified in

I the guidelines. These two methods fall within the manual methods techniques and have

been referred to as "cognitive task analysis" methods.

3 The two methods identified were GOMS (Card, Moran and Newell, 1983) and

Constructive Interaction (Miyake, 1986). Each method employs a top-down, breadth-first

I decomposition process. In a GOMS analysis, the decomposition operates on goals to be

accomplished by steps of a procedure. In the Constructive Interaction case, the

decomposition operates on functions to be realized by a set of mechanisms. The

difference between these two methods lies in the type of knowledge they model.

Constructive Interaction describes a process employed by individuals communicating their

I understanding of how a complex physical device works. That is, the result of the process

yie~ds "how-it-works" knowledge. The GOMS technique on the other hand was designed

to yield "how-to-do-it" knowledge units. Each method builds a hierarchy of knowledge.

3 The Constructive Interaction process yields a hierarchy of functions and mechanisms to

produce these functions, whereas the GOMS process yields a hierarchy of goals and

3 methods to accomplish those goals. Since the GOMS analysis process has been well

I 11
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I

I developed for practical application by Kieras (1988 and 1991) the GOMS methodology

was selected after implementation as a computerized structured interview aid to develop

cognitive models of tasks.1
GOMS Analysis Process

The GOMS process involves specifying four types of components to a cognitive

task. These components are (1) goals - what needs to be accomplished, (2) operators -

3 the steps which must be taken to accomplish a goal, (3) methods - a collection of steps

which must be executed in some specified order to accomplish a goal and (4) selection

I rules - a set of conditions which determines which method to select if more than one

method can be executed to achieve a specific goal. The relationship of these components

is presented in Figure 2 as a goal-method hierarchy.I
The GOMS process is initialized by specifying a top level goal to be accomplished.

3 Next, a set of high level steps making up a high level method must be identified to

accomplish the high level goal. Typically there is only one high level method for

accomplishing the top level goal at this stage of the analysis. Each step in this high level

method is then made a subgoal, which in turn can be accomplished by another method or

set of methods. This is what is meant by top-down decomposition. In left to right order,

3 each new subgoal must then be assigned a method or set of methods which can

ac•omplish the subgoal. If more than one method can be used to accomplish a specific

subgoal, then a selection rule must be defined which specifies under what conditions one

3 would execute one method as opposed to some other method. When methods have been

identified for the first subgoal, the next subgoal in the tree is addressed in order to specify

3 the method or methods appropriate for accomplishing it. When methods for each subgoal

I 13
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U have been defined, the process returns to the leftmost method in the tree. This is what is

meant by breadth-first. The method steps are again transformed to subgoals for which

new methods need to be described in order for the subgoals to be accomplished. This

process continues until each step in a method is identified as a primitive ope.ator (one

which can no longer be decomposed) or a subgoal which the analyst does not wish to

further decompose. When all steps in all methods are primitive operators, or subgoals

which require no further decomposition, the analysis is complete.

The process for constructing a representation of "how-it-works" knowledge, as

described by Miyake (1986), is similar if not identical to that for structuring "how-to-do-

it" knowledge. In the Constructive Interaction case, a top-level function is specified as

opposed to a top level goal. Instead of a top-level method made up of a set of high level

steps or operators, a set of high level mechanisms is specified to enable the function. This

set of mechanisms may have a sequence of actions, or some may be enabled in parallel.

Each mechanism is then converted to a subfunction which must be realized by a set of

I submechanisms. It may also be the case that more than one set of submechanisms can be

used to achieve the function. If this is the case, then a set of conditions or parameters

must be specified for selecting one set versus another set of submechanisms. As a result

of the similarity between these two techniques, simply changing the language used in the

instructions of the interview process can yield qualitatively, "how-it-works" knowledge in

I the same fashion that the GOMS terminology is used to yield "how-to-do-it" knowledge.

Our efforts to automate the development of models of procedural tasks can to a largeI/
extent be transferred to a process for automating the acquisition of qualitative cognitive

models of physical systems. By changing the language used in eliciting knowledge from

experts, the GOMS methodology can be translated into a method for eliciting knowledge

units which model one's understanding of how a physical device works.

15



U Automating the Cognitive Task Analysis ProcessI
Having provided a brief overview of this GOMS analysis process, a detailed

description of the operationalization of this process in a software system called Cognitive

Analysis Tool (CAT) is presented in the following. As this description unfolds, extensions

to the original GOMS analysis technique are discussed. These extensions were provided

to increase the flexibility of the GOMS technique by breaking the rigid hierarchy typical of

GOMS. Consequently, the CAT system can model tasks which can be interrupted so that

new subgoals can be set outside of the task hierarchy. This essentially handles exceptions

to normal task execution. Additionally, a capabi!ity to handle the potential failure of steps

to be executed was also provided to model recovery from the failure to execute a task,

ensuring that careful consideration of all possible alternative methods has been given to

the modeling process. Figures 3a-d depict a logic flow diagram of the CAT system.

CAT provides two modes of operation. One mode is referred to as the

GUIDANCE mode and the other is a free play EDIT mode. The GUIDANCE mode

constrains the user to follow a specified process for capturing knowledge about a

cognitive task. The EDIT mode can be accessed at any time so that the user can control

the sequence of activities he/she wishes to activate. Since it is assumed that most users

will be unfamiliar with the cognitive task analysis process, the GUIDANCE mode of

operation shall be discussed in detail in the order in which the user would encounter the

various dialog boxes presented by the system. The EDIT mode allows access to all dialog

boxes presented in the GUIDANCE model but does not impose a sequence on their

presentation.

16
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Opening r FileI
Upon selecting the CAT icon from the Windows 3.1 Program Manager, the first

3 dialog box encountered is the Open File dialog box. We assume that the user is familiar

with a graphical user interface and the operation of a mouse input device. Figure 4 depicts

this dialog box. The user may select a model stored in a file or select NEW to create a

new model. For purposes of describing the process it is assumed that NEW is selected.

Having selected NEW, the Main Goal dialog box is presented to the user.

Select a model from the
directory or click NEW to Help
conduct a new analysis .

*c*%cat

a.cat
c.cat
car.cat
comperr$.cat
compstr.cat
cutpaste.cat
drugs.cat
elliot.cat

iemath .cat

i Figure 4 - Open File Dialog

Specifying the Main Goal

I
As Figure 5 depicts, the user is requested to give a name for the top level goal to

I be achieved by the cognitive task model under development. A field for elaborating on the

21
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I description of the goal is also provided. Having specified a name for the top level goal,

the user is instructed to click on OK.

Please enter a name, and opbonally a descnptive comment, for your top
* level goal

* Name: Help

II
I Description:

Figure 5 - Main Goal DialogI
Creating a New Method

3 This action presents the user with the Create New Method dialog box as presented

in Figure 6. The New Method dialog box requires the user to give the method a name

3 and then to describe a set of steps which make up the method. The user may describe as

many steps as he/she wishes. If there is only one method to accomplish the goal, the

method name will typically be similar to the goal name.

II
I 22
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Edit

Enter the steps necessary to accomplish the goal 'do It'. Help

Method Name:

Step 1:I __ __ __ __ __

I_

I
Figure 6 - New Method DialogI

Decision, Store, Recall, and Go To Steps

Following this step description, each step is checked to determine if (1) the step

described requires that a decision be made, (2) the step described requires that information

needs to be stored in memory for later retrieval, or (3) the step requires that some

information be recalled from a memory store.

If any step signifies that one of these three actions is implied the user is further

queried about each of the appropriate steps. If a step description is indicative of a

decision, the user is presented with the Query Decision dialog box of Figure 7. This

dialog box determines if the user's step description implies that a decision must be made.

If so, then the Decision Step dialog box of Figure 8 is presented. The Decision Step

dialog box imposes one IF-THEN-ELSE structure upon the user which must be filled in to

indicate the specifics of the decision to be made by the decision step specified.

I 23
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One of the steps you entered was:

if today is Sunday then go to church Help

Your use of the word 'if' in this step
Indicates that a decision needs to be made
at this point.

i If the action to be performed at this point
is dependent on some condition, press the
button labeled 'Yes'. Otherwise, press the
button labeled 'No'. ___

I
Figure 7 - Query Decision Dialog

I
3 Please fill in the following information: Help

I
ii
3 ~then ~go to churchj

H ~elseI

i Figure 8 - Decision Step Dialog

i1 24
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i If a step description indicates that some information must be stored in memory, the

user is presented with the Query Store dialog box as in Figure 9. The Query Store dialog

box requests confirmation from the user concerning the correctness of the inference that a

step implies that some information be stored in memory. If the implication is confirmed,

the Store Step dialog box is presented to the user as depicted in Figure 10. The user is

then requested to supply the appropriate information; namely a name or "key" under which

the information is to be stored and the value to be stored under that name. For example,

store the value "banana" under the key "fruit".I
I
I

One of the steps you entered was: Help
store the value of x

i Your use of the word 'store' In this step
suggests that some data Is being stored in
short-term memory.

If at this point you are Indicating that oI
something is to be remembered for later
recall, press the button labeled "Yes'-
Otherwise, press the button labeled 'No'.

Figure 9 - Query Store Dialog

I
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i

Please fill in the following information: Help

Key

i Value

I

Figure 10 - Store Step DialogI
I

If a step name implies that some information be recalled or retrieved from memory, the

user is presented with the Query Recall dialog box of Figure 11. If the user responds that

3 the step does imply a recall of some information from memory, then he/she is presented

with the Recall Step dialog box of Figure 12. This dialog box like the Store Step dialog

box requires that the user specify the name or "key" of the slot in memory from which

i ipibrmation is to be recalled. These checks on step descriptions are conducted on each

step of each method described during the analysis process. For example, if one wished to

recall the value of "fruit", from the store-step defined, the system would return "banana".

i
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One of the steps you entered was: Help

* recall the value of x

Your use of the word 'recall' in this step
suggests that some data is being recalled
from short-term memory.

If at this point, you wish to indicate that
some Information. previously stored, is to [ j
be recalled, press the button labeled

'Yes', otherwise press the button labeled
'No'.I

I Figure 11 - Query Recall Dialog

Please fill in the following information: Help

Key

I

I
I . -•

I Figure 12 - Recall Step Dialog

I
I
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I Additionally, the user may transfer control of step execution within a specific

method simply by typing "go to" and indicating the step number within the method to

which execution is to be transfered. "Go to" steps can be used as an individual step or in

the context of a decision step of the IF-THEN-ELSE type. Having completed these

checks and the appropriate responses required, the user is presented with the Step Order

I dialog box.I
Ordering StepsI

The Step Order dialog box of Figure 13 requests the user to identify the order in

mI which the steps of the method defined are to be executed. The choices are: (1) the order

in which the user defined the steps, (2) any order or (3) some other order. If "As Entered"

is selected, the system will assume the order in which the steps were defined in the New

3- Method dialog box. If "No Particular Order" is selected, then the system will assume that

the steps may be executed in any order. If "Other" is selected, the user is presented with

I• the graphical portrayal of the method described. The user may then move the graphic

boxes associated with any given step to the position in the graphic which indicates the

order in which the steps are to be executed. The topmost step box of the method is the

first step to be executed. That is, execution order is top down in the graphic

representation of the method steps.

I
When interacting with the graphic portrayal of a method the user may also group

steps by drawing a box around those steps to be grouped. Grouped steps are indicated by

the gray shaded area surrounding a set of steps as depicted in Figure 14. The system then

assumes that those steps which are grouped can be executed in any order or

__ simultaneously. Simultaneous execution of the steps in a method is a capability which is

l 28
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I not assumed in a traditional GOMS model but has been introduced in CAT as a result of

research conducted by Kieras and Meyer (1992) and John (1990). Simultaneous

execution of steps is appropriate when modeling parallel tasks or a multi-tasking activity.U
Please select an ordering for Help
these steps

I
-Step Ordering

0 As Entered

0C No Particular Order

0 Qther ,_a __

Figure 13 - Step Order Dialog

IM

.. .. ..

Figure 14 - Grouping Steps

Having specified an appropriate order for execution the system conducts a further

check on the number of steps specified in a method. A decision was made early in the

design process to allow the user to unpack or elicit as many steps in a method as he/she so

29



desired so as not to interfere with the recall process. However, concurrently, we also did

not want the user to specify low level steps early in the modeling process. Consequently,

it was decided that when the user has finished recalling steps in a method, if there were

more than nine steps specified (the upper boundary on working memory capacity from

Miller, 1956) the system would force the user to consolidate or chunk some of these steps

into a higher level step. In order to do this consolidation, the user is presented with the

Consolidation Help dialog box of Figure 15, which instructs the user as to the process for

chunking some set of steps into a higher level step. In order to do this the user must exit

the GUIDANCE mode, consolidate the step as instructed and then return to the

GUIDANCE mode. Consolidate is accomplished by a method similar to that used when

grouping steps for simultaneous execution. Consolidation is continued until not more than

nine steps have been specified for any given method.

O A method with 10 steps exists. Some of
these steps must now be consolidated
into a new subgoal.

Figure 15 - Consolidation Help Dialog

Creating Alternative Methods

After a method has been specified to achieve the top level goal, the system

requests the user to specify any alternative methods associated with the accomplishment of

30



I the goal as is depicted by the Any More Methods dialog box of Figure 16. If another

I method can be described, then the New Method dialog box oL- Figure 6 is presented again.

The proce3s iterates on the above mentioned sequence until the user responds "No" to the

Any More Methods dialog box of Figure 16.

Is there another way or set of steps (method) for
i d, accomplishing the goal of "step I ?

S"Help

Figure 16 - Any more methods Dialog

Creating Selection Rules

Having described a method or set of methods for a specified goal, the system will

check to determine if more than one method was defined for the current goal. if there is

not more than one method the goal is marked as completed. If there is more than one

method which has been described, the system tests to determine if selection rules have

been defined for each method. If any method is without a selection rule, the user is

presented with the Selection Rule u',log box of Figure 17. This dialog box requests that

the user define a condition or set of coi.ditions which if all are true will trigger the

31
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I selection rule of the current method displayed in the display box. That is, conditions of

the selection rule are 'and'-ed. However, there may be an alternative selection rule for the

current method. Consequently, the user is presented with the Another Selection Rule

3dialog box of Figure 18. If another Selection rule can be described for a specific method

the user will be returned to the Selection Rule dialog box of Figure 17 and requested to

define another set of conditions. If more than one selection rule for a given method has

been defined the selection rules are 'or'-ed. That is, depending upon the conditions of each

alternative selection rule, one or the other may be triggered to select a specific method.

3 The user may define as many selection rules as he/she wishes for any given alternative

method in the set defined to accomplish a specific goal.

I
Edit

Please list conditions which, if all true, justify the use of the Help
method 'use command key' for accomplishing the goal of title3 I'ssut the CUT command'

Method Name: use command key

I Condition 1: user knows command key equivalents

I
! I Figure 17 - Selection Rule Dialog
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? Is there another condition or set of conditions under which
i you would use the method *use command key" to

accomplish the goal of 'Issue the CUT command'?

I -Help

I
Figure 18 - Another Selection Rule Dialog

When selection rules have been defined for each alternative method under a

specific goal, the system marks the selection rules for the methods "complete" and marks

the specific goal "complete". The system treats each step of a method as a subgoal and

determines if a method has been defined for that step. If not, the system presents the

Describe Methods dialog box of Figure 19. If the user wishes to decompose the step as a

3 subgoal along with a method or alternative ,nethods, the New Method dialog box is

presented as in Figure 6. If the user does not wish to decompose the step as a subgoal,

the system marks the step as "primitive". Primitive steps are the lowest level steps which

do not require further decomposition. The motivation of the system is to decompose all

steps of all methods until all steps in all methods are marked "primitive". When all steps

3 of'all methods are marked primitive the first phase of the analysis is completed.

I
I
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Do you wish to describe the set of steps (method) that are
C t_, necessary for accomplishing the goal of "step 1 "?

I -Help

I

I
Figure 19 - Describe Methods Dialog

I

3 Quitting the ProcessI
At any time during the analysis process it is anticipated that the user may quit the

I modeling process. If so the name of the model as specified in the top level goal will be

stored in a file for later retrieval. When the user returns to complete the model the Open

File dialog box of Figure 4 is presented. The user may then select the appropriate file

3 name, at which time, the model will be loaded into the system. The system will then check

to determine if any steps need to be decomposed as subgoals. If so, the process described

in the above is initiated.

I
I
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3 Creating Exception RulesI
Given that all subgoals have been decomposed as a result of the first phase of the

3 analysis, the user is presented with an Introduction To Exception Rules dialog box of

Figure 20. This dialog box explains what is meant by an exception rule along with the

purpose of exception rules. The user may request a more detailed explanation regarding

i exception rules by clicking on the HELP button. When the user has completed the

introduction to exception rules, he/she is presented with the Add Exception Rule dialog

box of Figure 21.

I
I

You have now completed the analysis to a point where all steps are
primitive, that is, they cannot be further decomposed into lower level
methods.

We now want you to think about sets of conditions which if true would
Interrupt the normal execution of your task model and would divert
you to accomplish another goal Independent of the goal it Is
attempting to achieve.

This Is what we are calling an exception rule.

3 That Is, no matter what the goal Is that you are trying to accomplish, If
all of these exception rule conditions become true, then abandon the
goal you are attempting to achieve, and proceed to accomplish the
new goal specified by the exception rule.

I

3 Figure 20 - Introduction to Exception Rules Dialog
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I

The user is queried as to whether or not he/she wishes to define any exception

rules for the model using the Add Exception Rule Dialog of Figure 21. If an exception

rule is to be defined, the user is presented with the Create Exception dialog box of Figure

* 22.

I l Is there a condition or set of conditions which would cause
you to abandon what you are doing at any time and force
you to set a new goal?

IHelpI •

I

SFigure 21 - Add Exception Rule Dialog

I
I
I
I
I
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Edit C

Please list conditions which, if all true, should trigger the -Help
execution of a new goal.

I Goal Name: I__

Condition 1:

I Figure 22 - Create Exception Dialog

The exception rule dialog box requires that the user indicate a set of conditions

which if true would force the abandonment of task performance independent of what

he/she is attempting to accomplish at the time the exception rule conditions were met. In

Ibrief, an exception rule is global and can be triggered at any time. It can be thought of as

i an interruption in normal task performance. Creating an exception rule also requires that

the user specify a new goal to be set when exception conditions are met. This almost

3 invariably will require that new methods, their steps and potentially new selection rules be

developed to accomplish the goal which is set by the exception rule condition. The

1 accomplishment of the exception rule goal may require the definition of a relatively

complex model.

I
i
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I Returning to Model After Completion of Exception Rule Goal

I
When the exception rule has been defined, the user is presented with the Exception

3 Return dialog box of Figure 23.

When you have accomplished the new goal of
*counterattack* as specified by this exception rule, would
you always return to the task which you abandoned?

I If "Yes", the system will return execution of your model to
that step which was interrupted at the time that the
exception rule was triggered.

If "No' you will be asked to specify which subgoal(s) would
be invalidated because of the exception, and would therefore
need to be restarted.

I Figure 23 - Exception Return Dialog

I
As indicated by the dialog box the user is requested tr.) think about where he/she

would return in terms of normal task performance following the accomplishment of the

exception rule goal. During execution of some task the user may simply return control

I back to the step which was abandoned when the exception was triggered. However, the

3 w9 rld is dynamic and things change. Consequently, the user must determine if what was

accomplished prior to the triggering of the exception rule has been undone with the

3 passage of time. That is, the user must think about instances which could not be directly

returned to following accomplishment of the goal specified by the exception rule. The

I best way to do this is for the user to think about subgoals which if abandoned would have
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I to be achieved over again if the task is interrupted. If this is the case the user is presented

with the Restart Goal dialog box of Figure 24.

I You have indicated that subgoal "step 1" needs to be restarted. Subgoal "step 1" is achieved
by method "method 1".

3 Which steps in method "method 1" would have to be accomplished over again if subgoal
"step 1" is restarted?

Your exception rule subgoal of "counterattack" was triggered by conditions "ship Is under
attack".

Click in the box adjacent to the subgoal names which would have to be accomplished over
again.
If you do not select a subgoal to be restarted the system will assume that you can return to
the step in the method which was abandoned at the time the exception rule was triggered.

1. 0 step a
2. stepb

3.0 step c

Figure 24 - Restart Goal Dialog

i This dialog box lists the subgoals of the model and requests the user to indicate

which ones would have to be accomplished over again if they were interrupted. The list

Iinitially contains only the highest level subgoals of the model. The user is asked to click

3 orv the box next to a subgoal name which would have to be started over, if it were

abandoned. For all those subgoals selected, the system will present the list of the next

i lowest level subgoals associated with those upper level subgoals selected. The user must

then select which of these next lowest level subgoals might also need to be reachieved if

its upper level subgoal was abandoned. The process continues to the next lowest level
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subgoals associated with those selected at the immediately preceding upper level until the

lowest level subgoals affected have been identified. The next list presented to the user

consists of the second level of subgoals in the model which have not already been

3 considered as a result of examining the first level of subgoals presented at the outset. This

process continues as before until the impact of abandoning work on any subgoal as a

result of an exception rule has been considered. This portion of the analysis is probably

3 annoying to the user but is required to ensure that the user has considered all the possible

effects of an exception rule being triggered. When the model building process is complete

3 and a user wishes to execute a model this exception rule return information will tell the

system where to go under any circumstance when the goal of the exception rule has been

achieved. If no subgoals are specified for the return to the main model, the system

3 automatically assumes that work on the task can be resumed at the step of the method

which was interrupted because of the exception.U
When the user has completed the process of defining where to return in the task

I model following accomplishment of the exception rule, the system again checks to

3 determine if any goals/subgoals exist without specified methods. With the setting of a new

subgoal as a result of creating an exception rule, the user is then required to describe a

3 method or alternative methods to accomplish the new goal/subgoal. The process

continues until all steps of all methods defined have been marked as primitives as was the

I case during the initial phase of the model building process. When all steps have been

identified as primitives, the user is again queried to determine if any additional exception

rules can be defined. If so then the exception rule creation process continues; if not the

3 system marks all exception rules to be "complete".

I
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I Impass Resolution/Overcoming Failures

I
The final phase of the analysis process is presented in the Introduction To Impass

Resolution dialog box of Figure 25.

ii You have completed defining exception rules for your cognitive task model.

If an exception rule Is triggered during the execution of your model, the task which
-- you were working on at the time the exception rule was triggered would be

abandoned and a new task goal would be set for accomplishment.

When that goal has been accomplished, you will return to your task model.
The system makes the determination as to where you go and based upon the
information you have provided.

Next, you will be asked what you would do if any primitive level steps of any
method you have defined fail.

You are required to think of what can go wrong in terms of a step failing. You willI ask to Indicate what steps may likely fail as a result of your experience.

This will force you to think about more alternatives for overcoming the steps
which could fail and make your model more complete.

Figure 25 - Introduction to Impass Resolution Dialog

I This phase is a further extension to the GOMS analysis process. An impass is a

i failed step. A step identified as an impass may potentially fail during the execution of the

task model. Resolving such impasses requires that the user give careful consideration to

3 asuessing whether a sufficient and comprehensive set of alternative methods have been

defined for each subgoal. If an appropriate alternative method has already been defined to

I cover the impass then the system will automatically select an alternative from those

defined and attempt to accomplish the subgoal. This is referred to as back-tracking. If a

method fails due to the failure of a step, the system will select the left-most method under
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3 that subgoal if one exists and attempt execution. The system will continue in a left to right

direction attempting to accomplish an alternative method which has been defined.

3 Following this Introduction To Impass Resolution, the system presents the

Primitives Which Can Fail dialog box. This dialog box is presented in Figure 26.

Please check all primitives which can fail

M] determine position of beginning of text3 0l move cursor to beginning of text
O press mouse button down

O determine position of end of text

O move cursor to end of text
Ol verify correct text is selected

SJ-0 release mouse button

O press the command key
O1 press the 'x' key
E0 release the 5x' key

I Help -I

I
Figure 26 - Primitives which can fail DialogI

The Primitives Which Can Fail dialog box presents the user with a list of defined

primitives generated during the model building process. The user is requested to click on

3 the box(s) next to each defined primitive which can likely fail during the execution of the

task model. If any primitive can fail the user is presented with the Impass Resolution

3 dialog box of Figure 27. This dialog box presents the methods containing the primitive
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step identified along with alternative methods for each subgoal to which the primitive step

is related. The user may then examine the methods and subgoals which would be affected

by the failed step. If a method is related to a subgoal which does not have any alternative

methods, the user may allow that subgoal to fail or choose to develop another alternative

method to overcome the impass if the step fails. If the user chooses to allow the subgoal

to fail as a result of the impass and there are no alternative methods, the system will

display the impact of the subgoal failure on the accomplishment of other higher level

subgoals.

If the conditions listed below are all true, then according Help
to your model, the method 'use command key' can be
used to accomplish the goal of 'issue the.CUT
command'.

However, if the step 'release the x' key', which Is part of
this method, fails, this method will fail to accomplish the
goal.

Please dick on the button which Indicates
how you wish to resolve the problem.

Conditions (all true) which selected the
method use command key:

user knows command key equivalentsI

Figure 27 - Impass Resolution Dialog

If a step which can fail is part of a method whose subgoal has other alternative

methods defined, these alternatives will be displayed. The user may then consider if an

existing alternative method can be triggered to overcome the impass. If so, the user will
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be requested to check the conditions of the selection rules for each potential alternative to

determine if conditions of an alternative method are shared with that method which would

fail as a result of the impass. If conditions do not mach then the alternatives will not be

selected by the back-tracking routine. The user may modify a selection rule for an

alternative method via the edit selection rule command from the pull down menu if and

only if such a modification is appropriate. If none of the predefined alternatives are

appropriate, the user is instructed to select the create new alternative method choice or to

allow the goal to fail. This process is repeated for each step which is selected by the user

as a potential impass.
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I When all impasses have been addressed the user is presented with the Model

I Definition Complete dialog box as depicted in Figure 28 and instructed to respond

appropriately.

"You have now completed the development of your cognitive task model. To review
your model and to make any changes in the model you have created, press OK and
then use commands from the Navigate menu to select any elements of the model for
review.

If you wish to make a change to your model, select the appropriate command from
the Edit menu, indicating what you would like to edit You will then be presented with
the appropriate dialog box to implement your desired change.

You may also execute your model. The execution of your model begins with the top
level goal and works downward or backward. Select Execute Model from the
Navigate menu.

"You will first be asked to select the conditions from a list of those specified by the
selection rules you developed to discriminate between alternative methods for
accomplishing the Aop level goal.
If there are no alternative methods at this levelo you will be asked if you have
completed a specific step. If not, you will progress downward theough your model.

Press OK. and select the appropriate menu and menu command to review, edit, or
execute your model.

Figure 28 - Model Definition Complete Dialog
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U Navigating and Editing a Model

I
3 When the user completes the development of a model, or when the user exits from

the GUIDANCE mode of operation by canceling a dialog box, he/she will be able to view

3 the various parts of the model in a graphical representation. The following presents a list

of ways in which the user may view the various parts of the model.I
Viewing the Model

H To view the top level goal, the user must pull down the "Navigate" menu as

depicted in Figure 29 and select the item entitled "View top level Goal." This action will

display the top level goal of your model and any method or methods associated with it.

I Alternatively, selecting "View Exception Rules" from the navigate menu will display the

exception rules of the model.

Legend: View As Text-iw , v t• !

IView goal...

Condition View goal containing... ..

Execute Model ýE

Method*
Step

3 Figure 29 - The navigate menu

I
1 46

I__



I

I When reviewing any graphical representation of a specific model, the user may

double click on any node representing a subgoal for which a method or methods have been

defined. This action will result in the display of the methods defined for accomplishing

that subgoal. This will move the user deeper into the graphical representation of the

model.

At any time when reviewing a model, except when reviewing the top level goal of

a model, the user may double click on the node at the top of the screen which contains the

name of a subgoal. This action allows the user to view a rule which uses that subgoal as a

step in a higher level method(s).

I
U
I
I
I
I
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i By selecting "View Goal ..." from the Navigate menu, the user will be presented

with a list of all the subgoals defined in a specific model in the View Goal dialog box as in

Figure 30. Choosing one of these subgoals, and then clicking on the OK button results in

3 the selected subgoal's rules being displayed.

I *I.aa•Jl

Select a goal to view3 -Help

issue CUT command

issue PASTE command
move text via cut and paste
paste text
select insertion point
select text

I
I

i Figure 30 - View Goal Dialog

I
I

By selecting the "View Goal Containing..." from the Navigate menu, the user will

be presented with a list of all the steps in the model in the View Goal Containing dialog

3 bojx of Figure 31. Choosing one of these steps and clicking on the OK button causes the

system to present a list of all of the goals/subgoals which contain that step in the View

Goal dialog box of Figure 30. The flow diagram for these View Goal dialog boxes is

presented in Figure 32a.
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Select a step whose parent you
wish to view Help

cut text
determine position of beginning
determine position of end of t
determine position of insertion
issue CUT command
issue PASTE command
move cursor to beginning of te I
move cursor to CUT
move cursor to Edit on menu ba
move cursor to end of text
move cursor to insertion point
paste text

I
Figure 31 - View Goal Containing Dialog

I
I
I
I
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I

Making Changes to a Model or EditingI
The logic flow diagrams for editing a model in the CAT modeling system are

presented in Figure 32b, and 32c. The user can change the name of any goal, condition,

method or step in a model by following these simple steps:

i 1. Display the rule containing the item whose name is to be changed using the Navigate

capabilities of CAT.

3 2. Select the item on the graph by clicking on it.

3. Move to the Edit menu, pull down the menu and choose Edit Selected Item.

1 4. Make the desired changes in the dialog box presented.

p 5. Click on the OK button of the dialog box when finished making changes.

The dialog boxes presented to the user for making edits to a goal name, condition

I name, method name or step name are presented in Figures 33, 34, 35 and 36 respectively-

i In addition to the name changes which can be made while interacting with these dialog

boxes, the user will be rr,'entei with an area in which notes can be entered The notes

placed in these dialog boxes become attached to the goal, condition, method or step being

edited. Considerable text can be entered in the note areas of these dialog boxes. When

I the user is reviewing a model in its graphical representation these notes will be displayed in

thq lower right box of the displayed portion of a graph when the cursor is placed on any

node of the graph.

I
I
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Help

I Name:

Issue CUT command

I

1 0] All methods defined

Figure 33 - Goal Edit Dialog

HelpI
* Name:

I user knows command key equival

Note:

I / •

i Figure 34 - Condition Edit Dialog

I
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-Help

I Name:

Ipse command keyI Nate:

Figure 35 - Method Edit Dialog

Help

I
3 Name:

kres. command key

* Note:

5 / 0 Primitive C Can Fall

Figure 36 - Step Edit Dialog

i
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The user can edit (i.e. modify, delete, insert, etc.) any selection rule for a goal or

subgoal being displayed by choosing "Edit Selection Rules ..." from the "Edit" menu. The

Selection Rule List dialog box of Figure 37 is presented which allows the user to view all

of the selection rules for the current goal or subgoal at the top of the graph displayed.

This dialog box contains buttons for editing, deleting, or inserting a new selection rule. If a

specific goal or subgoal has only a simple method then there is no selection rule to be

displayed and the menu item will not be selectable. By clicking on the arrows above the

box presenting the selection rules, the user can move through the list of selection rules

related to the goal or subgoal which appears as the top goal/subgoal of the portion of the

graph displayed.

3 Selection Rules for goal: Issue CUT command -Help

I

I IFloi E~_ _ __

user knows command key equivalent- Comment
S~ THEN TRY

use command key

I

Figure 37 - Selection Rule List Dialog

I 56
I



i The same process described above for editing selection rules applies to the editing

j of exception rules. To edit (i.e. modify, delete, insert, etc.) any exception rules for a

specific model, the user can choose "Edit Exception Rules..." from the "Edit" menu.

SUpon choosing this menu item, the user is presented with the "Exception Rule List" dialog

box of Figure 38. This dialog box presents a list of all exceptions and contains buttons for

I editing, deleting or inserting a new rule.

I E s I

Display an exception rule to modify or create a Help
new exception rule.

IF Comment
overt task

THEN TRY
behave analysis

mLM

Figure 38 - Exception Rule List Dialog

Changing Step Order

To modify the ordering of steps of any method, the user must display the graphic

portrayal of the method he/she wishes to edit. The order of the steps of the method
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displayed can be changed directly by clicking the mouse on a step whose position in the

graph needs to be changed, and while continuing to hold down the mouse button drag the

step vertically until the step is in the desired location in the method.

To indicate that a consecutive series of steps can be executed in any order or in

parallel if possible, the steps can be grouped employing the graphical user interface of the

system. To group a series of steps, the following must be performed:

1) Select the steps using one of the following two methods:

a) Enclose the steps in a rectangle by clicking the mouse down, in a position

outside, above, and to the left of the first step to be grouped. Then drag

the mouse with the mouse button down to a position outside, below and to

the right of the last step to be grouped.

b) Select the first step by clicking on it. Then select subsequent steps by

clicking on them while holding down the shift key.

2) After selecting tile steps by either method described above choose "Group

Simultaneous Steps" from the "Edit" menu. This will complete the grouping

process.

If the user wishes to ungroup a series of steps which have been grouped, the user

must select the steps to be ungrouped using one of the methods described above and

choose "Ungroup Simultaneous Steps" from the "Edit" menu.

Adding a New Method to a Model

The user may add a n:w method to the goal/subgoal currently being displayed by

choosing "Create New Methods ..." from the "Edit Method" menu. The user is then
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I presented with the "New Method" dialog box which was previously described for the

I GUIDANCE mode of operation. This dialog box allows for the creation of a new method

and its accompanying series of steps.I
Adding a Step to a Method

I A new step can be added to an existing method for the goal/subgoal currently

being displayed by selecting any method node or step node on the display, indicating the

I location after which the new step is to be inserted, and then choosing "Create New Step

.. " from the "Edit" menu. The user is presented with the Step Name Editor dialog box

I which was discussed in the above under the "Edit Selected Item" command of the "Edit"

I menu. The new step will be added directly under the method node selected or the step

node selected.I
Consolidating Steps into a New MethodI

i The user may also wish to consolidate some of the steps making up a method.

During model development if more than nine (9) steps are defined for any given method,

i he/she is forced to go through a step consolidation process. However, during the editing

phase of model development, the user may wish to consolidate some of the steps in an

i existing method. To do this, the user must select the steps he/she wishes to consolidate

using one of the two methods described for grouping steps. Then the user must choose

"Consolidate Steps" from the "Edit" menu. The steps will be consolidated into a new

jnme.hod and the user will be prompted to enter a name for the goal/subgoal of the new

method, as well as a name for the new method.
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Graphical Editing

A much more direct process for editing a condition, goal, method or step has been

incorporated into the CAT modeling system. This process is a graphic editing process.

For any given portion of a graph currently displayed, the user can insert or delete a node,

To insert a node the user must select the appropriate type of node to be inserted from the

legend on the left column of the display depicted in Figure 39. While holding down the

mouse button, the node can be dragged from the legend area and inserted in the

appropriate position on the graph displayed. To delete a node from the graph the user can

select the node by clicking on it with the mouse and then pressing the delete key on his/her

keyboard. Alternatively, the user can select the node on the graph and then choose

"Copy" or "Cut" from the "Edit" menu. "Cut" will delete the node from the display and

place the contents of the node in the clipboard. Copy places the contents of the node in

the clipboard but does not delete it from the display. The node placed in the clipboard can

be placed on the display by selecting "Paste" from the "Edit" menu which will result in

converting the cursor into the node such that the node can be placed in the appropriate

location of the graph; clicking the mouse button completes the paste process. It is

important to note that the top level node on the graph currently being displayed cannot be

edited using this graphical interface capability.

Having moved a node to the appropriate location on the graph displayed, upon

releasing the mouse key a dialog box is displayed. The dialog box displayed represents the

type of node inserted and requests that the user enter the appropriate information relative

to the new node inserted. The dialog boxes presented using this graphical editing method
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are identical to those which are presented to the user as a result of editing activities

enabled by choosing the "Edit Selected Items ..." command from the "Edit" menu.

7Help file Edit Nlavigate

Legend:

ICondition ......

Methot

i Step

Primitive
Step

Rule

Figure 39 - Graphic Editing

I Executing A ModelI
The execution mode of the CAT modeling system allows the user to run the

program created as a result of the modeling process in order to verify the accuracy of

his/her analysis. Executing a model is a facility which can be used to guide someone

through the procedures required to perform a task. This mode of operation also allows

the user to enter rather detailed descriptions of each primitive level step which must be

executed to accomplish the goal of the task modeled. The execution of a model can be

3 employed by a user as a decision support system, an expert system, a job aid to assist
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I someone in the conduct of a task, to develop detailed text to be employed in traditional

interactive courseware or for intelligent tutoring systems curriculum development.

Figures 40a-e present the logic flow diagram for this process.

I
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I In order to execute a completed model, the user must choose "Execute Model"

from the "Navigate" menu. The main goal of the model to be executed will be set as the

current goal to accomplish. The system will check to determine if there is more than one

5 method for this main goal. If not, then the "Execute Goal" dialog box is presented as in

Figure 41. If there is more than one method then the Selection Rules Introduction dialog

I box of Figure 42 is presented, followed by the "Condition Selection" dialog box of Figure

* 43.

I

I

You will be executing the goal "4ove text in a document".
This goal has a single method defined, named "cut and
paste'. whose steps are listed below. You will now attempt
to execute each of the steps in that method.I

1. cut the text

2. paste text in new location

I
I
I

Figure 41- Execute Goal Dialog

I
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I , You will be executing the goal "Issue CUT command". This
goal has 2 methods defined. In order to select one or more
appropriate methods for executing the goal, you will now
be presented with a list of conditions to choose from.

I
I

Figure 42 - Selection Rules Introduction Dialog

I

I To accomplish the goal/subgoal of "Issue CUT command", there are 2 methods to
choose from. The 2 methods are named "use command key" and "use menus".

Click on each box whose condition applies at this time. These conditions will be
used to select the method to use.

0[] user knows command key equivalents

El user doesn't know command key equivalents

I4
* Note: Help

I

I

Figure 43 - Condition Selection Dialog

I
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U If the "Condition Selection" dialog box is displayed the user is requested to check

the appropriate conditions which apply at the current time. Tie system will then search

for the appropriate method associated with these conditions.I
During the execution of a Selection Rule, the user may also generate exception

conditions by selecting the Generate Exception button of this dialog box. This button will

be available whenever the user is selecting Selection Rule conditions, whenever a goal or a

step was failed and whenever a primitive step is being executed. If a selection rule is not

triggered the "Goal Failed" dialog box depicted in Figure 44 is presented. If on the other

hand a selection rule is fired the user will be presented with the "Execute Method" dialog

box of Figure 45 and instructed to execute the method. If the execution of the method

fails the system will check for another selection rule whose conditions were checked in the

"Condition Selection" dialog box. If another method can be triggered then the "Method

Failed" dialog box of Figure 46 is presented, followed by the Execute Goal dialog box of

Figure 41 in preparation for the execution of a different method. If another appropriate

method cannot be found then the system will present the "Goal Failed" dialog box. On the

other hand if a method executes successfully then the "Goal Accomplished" dialog box of

Figure 47 is displayed to the user.

7
I
i
I

I
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The step 'Issue the CUT command" of method "cut text" has failed.
There Is no other appropriate method under the current conditions.
Therefore, the goal "cut the text" will fail to be accomplished.

Figure 44 - Goal Failed Dialog

4 The conditions selected Indicate that the method "use command
"key" should be executed to accomplish the goal/subgoal of
"issue the CUT command". We will next proceed to the steps of
this method, which are listed below.

1. press the command key

2. press the 'x' key

3. release the 'x key

4. release the command key

Figure 45 - Execute Method Dialog
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The step "i ress command key" of method "use command key' has
failed. The system will try to accomplish the current goal/subgoal of
"issue CUT command" by using the method "use menus", which is alsoi applicable under the current conditions.

Figure 46 - Method Failed Dialog

, You have just successfully executed the
goal "select the text", by executing every
step In the method "select text by
dragging through ift.

Figure 47 - Goal Accomplished Dialog

When a method is executed, each step is tested to determine if the step involves a

GO TO and if the step involves an if-THEN-ELSE decision structure. If the step is a GO

TO, the system sets a new step as the current step to be executed. If the step involves a

set of conditionals then the user is presented with the "Step Condition" dialog box of
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Figure 48 and required to respond to the truth of the conditions presented. If the

conditions are true the THEN part of the decision structure is fired and the step is checked

I to determine if it is a primitive. If it is not a primitive then a new goal is set for execution.

If the truth of the conditionals is not satisfied then the ELSE part of the decision structure

is fired and its step is tested to determine if it is a primitive. If not a new goal is set for

I execution.

Is the condition 'do it true?

I
I -Help

I _i _

I

I
i Figure 48 - Step Condition Dialog

I
I If any step being executed is a primitive step then the system checks to determine if

the step defined in the model can fail. If the step cannot fail then the Execute Primitive

dialog box of Figure 49 is presented. If the step can fail then the "Query Execute

I Primitive" dialog box is presented as in Figure 50. Depending upon the user's response to

these dialog boxes the system will return a failed step or a successful step. If the step fails

I the system will return a failed method or goal. If a primitive level step succeeded the
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I system will then attempt to determine if any exception conditions wei e generated, If not

the system will select the next step in the method for execution.

Execute Primitv Dia

,• To accomplish the goallsubgoal of "select the text", the
method "select text by dragging through it" must be
executed. The first step of this method is "determine
position of beginning of text'. Please execute this step
now.

I Note:

II
I

I
Figure 49 - Execute Primitive Dialog

I
I
I
I
I
U
U
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Iur xct thiieDao
To accomplish the goal/subgoal of "select the text", the
method "select text by dragging through it" must be
executed. The third step of this method is "press mouse
button down". Can you successfully execute this step?

3 Note:

Figure 50 - Query Execute Primitive Dialog
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i If exception conditions are generated by the user, the system will set the goal

associated with the exception rule as the current goal to be accomplished and will attempt

execution as for any other method. To determine which exception to generate, the

i Execute Exception Dialog box depicted in Figure 51 is presented to the user. This dialog

box allows the user to specify which conditions are currently in effect, and depending on

the user's response, an appropriate exception is generated. Next, the user is presented with

the Execute Exception Rule Dialog box of figure 52, which informs him/her of the

exception being generated. When the exception rule goal has been accomplished, the user

I is presented with the Exception Rule Accomplished dialog box of Figure 53, and the

system will restart all the subgoals required when execution returns to the main model.

The system will continue the execution process until a method fails and the goal cannot be

3 accomplished by way of any other alternative methods or until all subgoals succeed.

[76I
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A An exception is being generated. You should check the conditions below which are
currently true. These conditions will be used to decide how to respond to the current3 exception.

3 F0 ship is under attack

I

I Note:
-HelpI

I

3 Figure 51 - Execution Exception Dialog

I
I
I
I
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I Excpto R Dilo

You have indicated by selecting a set of
exception rule conditions that your current
goallsubgoal is to be abandoned. The new goal
to be achieved Is "avoid Incoming missile".

Note:

Figure 52 - Execute Exception Rule Dialog

I You have accomplished the exception rule goal
of "avoid Incoming missile". You will now be
returned to executing your main goal at the
point you were at when the exception was
generated.

I
Figure 53 - Exception Rule Accomplished Dialog

I
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Formative Evaluation of Modeling CapabilityI
There were several iterative phases to developing the computeriied aid

I implementing this GOMS analysis process. The first phase included a conceptual analysis,

a requirements analysis, system design and system development. The second phase

consisted of an evaluation of the aid. This evaluation gave insight into the aid's

performance and consequently into how to improve the aid. The information and

knowledge gained from this evaluation was then used to iterate through the design cycle

and improve the tool. The evaluation phase focused upon investigating the accuracy and

consistency with which cognitive models could be generated by using the aid.

The purpose for developing the aid was to assist individuals, naive about cognitive

science, in eliciting, organizing and representing their task knowledge in the form and

3 structure of a cognitive task model. Evaluating how well individuals naive to the cognitive

task modeling process can represent their task knowledge using the aid can provide insight

into improvements to the aid, as well as, to determine to what extent such systems can

3 reduce requirements for cognitive analysts in the modeling process.

3 Since this research was exploratory development in nature; the current literature

did not contain any adequate metrics to evaluate the effectiveness of such a system. The

initial evaluation of the system involved a relatively simple well structured task to serve as

3 a ýaseline from which future improvement and extensions could be made. The questions

which needed to be answered by this evaluation were: 1) How accurate and consistent are

3 the cognitive task models developed using this aid, and 2) How could the aid be improved

to facilitate the cognitive task modeling process?

I
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I
MethodologyI __

Subjects: A total of forty two (42) test subjects were selected from a pool of

I secretaries skilled in word processing within the Department of Industrial and Systems

Engineering of Virginia Tech. Of the forty two subjects selected a total of forty (40) were

used in the analysis. One subject's data was not used since the subject was under a

personal time constraint and did not complete the task. Another subject's data was not

used due to a fault in the system during the experimental session. Each test subject was

paid five dollars ($5.00) for participating in the experiment. Each subject participating in

the experiment was selected based upon their ability to perform the experimental task.

3 Experimental Materials and Equipment: Two microcomputers were employed

during the conduct of the experiment. An Apple Macintosh with system software 7, a

3 mouse input device and Microsoft Word version 5.0 was used to screen potential

participants. The actual experimental task was performed on a WIN 386 IBM PC

compatible computer running DOS version 5.0 and Microsoft Windows version 3.0. The

3 WIN 386 was equipped with a mouse input device, a VGA color monitor and eight (8) mb

of ram. The automated cognitive analysis tool software was run on this platform during

3 the experimental trials.

I Experimental Procedure: The experimental procedure consisted of three stages.

3 Tte first stage involved screening potential participants to verify the subject's ability to

expertly perform the task which was to be described employing the cognitive analysis tool.

3 This stage served as a measure of the test subject's ability to perform the task which was

later to be described during the experimental test trial. The subject passed the screening

I task if he/she could perform each step of the screening task without using the help facility
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U or the user manual. The subject was therefore required to retrieve knowledge about task

performance from memory without any assistance. The task to be performed during the

screening test, and to be described during an experimental trial using the CAT modeling

system, consisted of a simple editing task involving the Cut and Paste procedures for

moving text in the Apple Macintosh environment running Microsoft Word version 5.0. A

I model adapted from Kieras (1988) describing the task to be modeled by the students is

presented in Figure 56. This model is referred to as the baseline model representing a

cognitive scientist's analysis of the tool. The instructions to each potential participant

including the operations to be performed and the text on which these operations were to

be performed appear in Table 1.U
If the subject was able to complete each operation described without error, he/she

was retained for experimental trials. If not the subject was excused from any further

3 participation and paid one dollar ($1.00) for his/her effort. If a potential experimental

subject was able to complete the screening task without fault, he/she progressed to the

I second stage of the procedure which consisted of a familiarization of the CAT modeling

system.

I
I
I
I
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Table I

Task Explanation for Screening Session

During this session you are to perform the following operations on the text
displayed on the computer screen.

FOLLOW THE STEPS EXACTLY AS DEFINED.

Operations to be done on the text.
1. Select the word "out" in line 6.
2. Cut the text with the cut menu command.
3. Move the cursor to the bottom of the paragraph and insert the text by using the

paste shortcut/command/keyboard equivalent/quick keys.
4. Select the text beginning in line 9 with "degrees" and ending in line 10 with

"Virginia."

1 5. Cut the text with the cut shortcut/command/keyboard equivalent/quick keys.
6. Move the cursor to line 1.
7. Insert the text with the paste menu command.

Text to Perform Operations on:
1 Text Example
2
3 The College of Engineering has a reputation for offering an excellent
4 education for the student who desires to obtain a baccalaureate degree.
5 Today's engineering freshman class has an average scholastic achievement
6 score of 1200 out of a possible 1600. This is significantly higher than the
7 mean national score of 906. By graduating more than 1,000 students each
8 year, the college consistently ranks among the top ten in the number of
9 baccalaureate degrees granted. The College of Engineering is the second
10 largest college at Virginia Tech. Graduate and undergraduate enrollment
S11 has increased 44% from 1976 to 1988. The greatest increase has been in
12 graduate enrollment
13

I 8
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I The familiarization session consisted of three parts. First, an explanation was

3 presented of the CAT modeling system by the experimenter, including definitions of

GOMS terminology, as that terminology related to an example problem describing a

worked out model of how to "prepare to drive a car", Figure 54. Second, the

experimenter worked through the "prepare to drive a car" example using the actual aid.

I During this process the experimenter explained all of the features of the aid while

interactively inputting the model into the system. Third, the experimenter requested the

subject to interact with the system. The subject was provided with another demonstration

model which addressed how to "prepare an envelope for mailing" (Figure 55) and was

instructed to input the model into the system using the features described and

I demonstrated. During this part of the familiarization, the experimenter provided feedback

* and answered any questions the subject had about interacting with the aid.

3 The last stage of the experimental procedure involved having each test subject

interact with the CAT modeling system to build a task model describing how to move a

I piece of text using the Cut and Paste capabilities of Microsoft Word for the Macintosh.

Table 2 presents the explanation of this session provided to each subject. In addition to

the instructions and explanation presented in Table 2 the experimenter made specific

3 facilitation's to help each subject understand how to use the tool wher, the subject was

having difficulty, If the subject started to define primitive steps for accomplishing the top

I level goal, the following was said, "You are probably starting at too low a level of detail.

Think about the high level steps necessary to accomplish the top level goal. You will be

able to define the primitive steps for each high-level goal later on. You can look at the

methods in the previous session to help you". If the subject defined two primitive actions

per step, then the following was said, "You should define only one primitive action per

step. There is a way to define concurrent actions".
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Table 2

Task Explanation for Machine-Aided Session

During this session you will use a tool called CAT. The tool will prompt you for
i information about how to accomplish a goal.

Remember to describe both the physical and mental actions necessary to perform
the task.

I The goal is:

Move a p*-ce of text using cut and paste while using Microsoft Word for the
j Macintosh.

You can begin this session by double-clicking the CAT icon and selecting a new
model with the top-level goal of "move a piece of text using cut and paste"

I Assumptions

When defining the task yov -:an assume the following:
1) the Macintosh computer s on,
2) Microsoft Word is loaded,
3) the text module is loaded, and
4) the following are examples of primitives for this session:
Physical primitives

moving the cursor
double-clicking the mouse button
pressing a key
releasing a key

Mental Primitives
verifying an action.

I Example use of the primitives:

Goal: mo,,e a file to the trashstep 1. determine position of file
step 2.move cursor to file
step 3.press mouse button down
step 4.verify correct file is selected
step 5. move cursor to trash

I
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I' Following completion of the model building process each subject was requested to

3 match each step which they defined with a corresponding step description from the

baseline model. This comparison matching was done to ensure that subject-generated

I semantics were consistent with the names ascribed to each step in the baseline model.

Instead of having the experimenter make judgments about semantic similarity, the subjects

were asked to make these judgments themselves since they would best understand how the

terms they generated were to be interpreted.

Performance Measures; The performance measures for this experiment were

designed to asses the capability of the system to elicit accurate and reliab!e cognitive task

3 models from a user. There were two dependent measures calculated based upon what

each subject-generated model was compared to: (1) subject model versus a baseline

I model and (2) subject model versus other subject models. Comparisons of each subject's

model to the baseline model were made to determine a measure of accuracy of the models

generated. The baseline model was adapted from Kieras (1988) and is presented in Figure

I 4. This adaptation removed any "return goal accomplished" statements from the model

generated by Kieras since this is automatically inserted by the tool as the last statement of

I each method defined. Short cut key methods were also excluded in the adaptation of the

Kieras model since our pilot study indicated that only a small percentage of users

representing the population of secretaries knew these short cut keys. Each high level

3 method and each primitive level method generated by a test subject as a result of model

development was compared to this baseline model. Accuracy was calculated as the

percent match between subject generated methods and the corresponding baseline

methods. The accuracy for a given method was computed by dividing the number of steps

of a given baseline model method that a subject defined in his/her corresponding method

by the total number of steps described in that baseline model method. This was done for

each method of the baseline model (see Table 3).
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Comparisons of each subject model versus other subject models were made to

5 determine the consistency of models generated between subjects. Each model generated

by each subject was compared to each of the other subject models. Consistency of the

models provided a measure of variation in the models generated. If the system is to be

effective in generating cognitive task models of domain expertise, it must generate similar

models from different expert's on the same well structured tasks. Consistency was

3 calculated for both high-level methods and primitive level methods. Consistency measures

were calculated as the percent match between a subject generated step of a given method

and the corresponding step in the same method across all subjects. The number of

subjects who had the step in a method was counted, as was the number of subjects who

did not have the step in their corresponding method. The consistency of a step was

3 calculated by dividing the maximum of either the number of subjects who described the

step in the method or the number of subjects who did not describe the step in the given

3 method by the total number of subjects. Method consistency was computed as the

average of the step consistencies within each method (see Table 4).

8I
I
I
I
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I Table 3

3 Example Calculations for the Accuracy Performance Measure

[Method: Select Insertion Point Subject

I Primitive Method Steps #1 #2 #3 j #4

determine position of insertion point 1 0 0 1

move cursor to insertion position 1 1 1 0

3 click mouse button 1 0 1 1

# of baseline primitives defined by subject for 2 1 2 2

I this given method

# of baseline primitives in this given method 3 3 3 3

Accuracy 3/3 1/3 2/3 2/3
Note: Table values: "0" = subject didn't define
the primitive in this method,
"I" = subject did define the primitive in this

I method.

I
I
I
I
I
I
I 90

I



I

I Table 4

3 Example Calculations for the Consistency Performance Measure

3 Method: new position Subject # of # of Subject

subjects subjects Generated

who had who did not Primitive

I step for have step Method

this for this Consistency3 .... method method

Primitive Method Steps #1 #2 #3 #4 method method

determine position of 1 0 0 1 2 2 .500

I insertion point ............

move cursor to insertion I I 1 0 3 1 .750

I point

click mouse button 1 0 1 1 3 1 .750

verify have correct position 0 1 0 0 1 3 .750
Note: Table values:

I "0" = subject didn't define
the primitive in this method,
"1" = subject did define the
primitive in this method.

I
I
I
I
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I Experimental Analysis

I
The final step in the data analysis process consisted of gathering all of the methods

3 generated by each test subject. In reference to the baseline model, there were seven (7)

methods. These seven methods consisted of three (3) high level methods, one which

Iserved the highest-level subgoal of "Move Text with the Cut and Paste Command" and the

others which served the two subgoals of"Cut text" and Paste text". The remaining four

(4) methods were identified as primitive methods; one for the "Select Text" subgoal, one

3 for the "Cut Text" subgoal, one for the subgoal of"Select Insertion Point" and one for the

subgoal of "Paste Text". A 2 x 4 repeated measures analysis of variance (ANOVA) was

I conducted on accuracy scores calculated for the four primitive methods defined in the

baseline mode'.. This analysis partitioned the primitive steps in each method into physical

primitives and mental primitives. This allowed for a comparison of accuracy of models in

terms of the percentage of mental primitives reported versus the percentage of physical

primitives reported. Additionally, any differences between the accuracy of descriptions for

I any given primitive method could be assessed with this analysis scheme.

U The analysis of method consistency involved the comparison of each primitive

3 method generated by each subject to the corresponding primitive methods of each of the

other test subjects. As a result, measures of the means and standard deviations for each

3 method across all 40 test subjects were computed. The mean and standard deviation

scores of the percent match between steps of a method yields an indication of the degree

of variation in the subject generated models.

II
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Results

The initial Intent to analyze the accuracy and consistency of both the high level and

low level methods generated by the test subjects proved to be quite challenging. An initial

assumption in this experimental evaluation was that subjects would demonstrate a high

degree of accuracy and consistency in the models generated since the task was highly

structured. The analysis of the goal/subgoal hierarchies which reflects how the methods

were mentally organized by each test subject demonstrated a considerable lack of accuracy

when compared to the baseline goal/subgoal hierarchy. Only three (3) subjects of the 40

who participated in the experiment generated models whose goal hierarchies matched that

I of the baseline model. Of the remaining 37 models generated, a total of 20 different

goal/subgoal hierarchies were identified. As a result of this lack of match between test

subject hierarchies among themselves, and in comparison to the baseline model, a closer

3 inspection of the goal/subgoal trees was made. As a result of this examination, it was

found that many of the subject generated models consisted of primitive methods which

I were either a composition of two baseline model primitive methods or a decomposition of

a single baseline model primitive method into two subject generated primitive methods.

Composition of production units is a well documented phenomenon relative to the process

of knowledge compilation (Neves and Anderson, 1983 and Anderson, Greeno, Kline and

Neves, 1983). Composition occurs during skill development when two production units,

I" or rules which typically are executed in sequence are combined into a single production

unit. Consequently, what we are seeing in this examination of test subject primitive

methods, is a variation in the manner in which they compose their knowledge about the

3 task, relative to the baseline model primitive level methods. Fourteen (14) subjects

composed primitive level methods differently than those methods reflected in the baseline

model. That is, of the 40 test subjects in the experiment, fourteen demonstrated instances
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when two methods of the baseline model were composed into one method in the subject

generated model. Of the 40 test subjects in the experiment, 20 subjects demonstrated

instances where one method of the baseline model was decomposed into two methods in

the subject generated models. An example of two subject generated methods which if

composed would form a single baseline method is described in the following:

Two Subject Generated Methods

GOAL"cut text with menu"
1)."move cursor to edit"
2). "press mouse button"

I and 3). "select cut"

GOAL"select cut"
l)."move cursor to cut"
2)."release mouse button"

Baseline Method

GOAL"cut text with menu"
1)."move cursor to edit"
2). "press mouse button
3)."move cursor to cut"
4). "release mouse button"

In other cases a test subject may have described a single method composed from

two baseline methods. For all practical purposes, there is no difference between a

composed rule and the two production rules from which it is composed in terms of the

model description correctly reflecting how to do something. Consequently, the primitive

methods generated by each test subject were either composed or decomposed such that

thiey would reflect greater agreement with the baseline model where it was evident that a

subject either composed or didn't compose their methods in agreement with the baseline

model. When these adjustments were made to the primitive level methods described by

the test subjects, the degree of variation in the goal/subgoal hierarchies of test subject
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1 models as compared to the baseline goal/subgoal hierarchy was dramatically reduced, The

resultant number of different trees generated was reduced from twenty (20) to three (3).

ANOVA on Accuracy Measures

I The 2 x 4 repeated measures analysis of variance conducted on the percent

I accuracy scores calculated on the four primitive level methods of the model revealed a

significant main effect of type of primitive (i.e., mental versus physical) with E(1,39) =

I 238.69, p < .0001. This significant difference in the accuracy of the type of primitive step

elicited from users indicated a high degree of accuracy for physical primitives with a mean

of 85% versus mental primitives with a substantially lower mean value of 28%.

Corresponding standard deviation scores for physical and mental primitives are -29 and .40

respectively, indicating less variation in the ability of subjects to describe physical

primitives than mental primitives.

I A significant main effect for the type of method described by students was also

I found for measures of accuracy E(3,117) = 10.96, p <.0001. A Newman-Keuls test for

critical differences between the mean accuracy scores of each method revealed significant

I differences at p<.05 between the Paste method and Select Text method (respectively .46

versus .64) between the Paste method and the Insertion Point method (respectively .46

versus .67) and between the Cut method and the Insertion Point method (respectively .50

versus .67). These differences are primarily due to the magnitude of variation between

methods in terms of the percent correct mental primitive steps described by the subjects.

I Cut method and Paste method demonstrated dramatically low scores on the accuracy with

which mental primitives were described by test subjects as is demonstrated by a significant

I primitive type by method type interaction F(3,117) = 42.65, p < .0001. Figure 57 depicts
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the nature of this interaction. The Cut method and Paste method both require a "verify"

mental operator in their baseline model descripi ,ns. Whereas Select Text method and

Insertion Point method require "determine position" mental operators in their baseline

model descriptions. Apparently a "verify" operator is a much more implicit step than a

"determine position" operator, even though the step of verifying an action was explicitly

identified as a mental primitive in the instructions to test subjects. Verify operators follow

a movement of the cursor to a location on the screen, the verification of this movement is

simultaneous to the movement and may not be interpreted as a discrete step by non-

cognitive analysts. On the other hand, determining a position to begin an action is

apparently a more discrete action of which subjects are aware.

Analysis of Consistency

The consistency analysis is intended to provide data relevant to the degree of

variation between subject generated models and is therefore descriptive in nature. This

analysis provides much needed information regarding the distribution of cognitive task

models one might expect among a population of domain experts modeling a well

structured procedural task. This type of analysis also attests to the degree of specificity

with which one can make predictions regarding the structure of knowledge of domain

experts.

The analysis of consistency for the models generated was conducted on the

methods adjusted for composition as was the case for the analysis of accuracy. However,

for the consistency analysis each subject's methods were compared to every other subject's

methods without reference to the baseline model. The means and standard deviations for

the consistency analysis are presented in Table 5. The table presents the consistency for
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Table 5

Summary of 'onsistency Results of Subject-Versus-Subject Comparison

f Method Primitive Average Standard
Type Deviation

Select Text Mental 0.872 0,096

Physical 0.930 0.057

Both 0.894 0.085

Cut Text with Menu Mental 0.922 0.070

Physical 0.910 0.034

Both 0.917 0.057

New Position/Insertion Point Mental 0.750 0.141

Physical 0.783 0,191

Both 0.770 0.154

Paste Text with Menu Mental 0.925 0.071

Physical 0.905 0,027

Both 0.917 0.057

Across all Methods Mental 0.898 0.091

Physical 0.893 0.090

Both 0.896 0,090
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each method generated by the test subjects. Overall consistency of a method across all 40

test subjects is presented in the row entitled "both". The rows entitled "Mental" and

"Physical" partition each method into means and standard deviations for the mental and

physical primitive steps of each method. The last row of the table presents the average

consistency measures computed across all methods for all test subjects. As can be seen

from the table the percent match between subjects across all methods is quite high

approaching 90 percent for both mental and physical primitives with the exception of the

"Insertion Point" method which demonstrated an average consistency of 77 percent for

the combined mental and physical primitives. An examination of the raw data for this

method indicated lower levels of consistency in terms of the absence or presence of the

"click mouse" physical primitive. Only 50 percent of the test subjects included the

primitive step of "click mouse" in their descriptions of this method. The low consistency

measure for this step relative to other steps, reduced the consistency scores for this

method. The larger standard deviations for the "Insertion Point" method also reflects the

lack of consistency in the manner in which test subjects described this method relative to

other methodb in their models. It is speculated that this method is a rather implicit method

and is assumed to be understood when subjects describe their models. In fact, this was the

only method included in the baseline model of the task which was not defined by several

subjects.

The standard deviations of the remaining methods in the analysis of consistency are

quite small attesting to the relative lack of variation in the manner in which test subjects

describe their task representation relative to each other. Reference to Table 6 also

indicates the narrow bands for the confidence limits on the consistency with which

primitive operators are reported or not reported depending upon their type. It must be

noted again that the high consistency scores for the mental primitive steps of the models

reflect the consistent absence of mention of mental primitives across test subjects.
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I Table 6

Confidence Intervals for Performance Measures

I Measure Confidence Lower Upper
Level (%) Limit Limit

Physical Consistency 90 0.834 0.908

95 0.826 0.916

99 0.810 0.931

Mental Consistency 90 0.869 0.918

95 0.864 0.923

99 0.854 0.934

Both Consistency 90 0 861 0.904

95 0.857 0.909

1 99 0.849 0.917

Physical Accuracy 90 0.780 0.874

95 0.770 0.884

_,_99 0.903 0.751

Mental Accuracy 90 0.228 0.339

U 95 0.217 0.350

99 0.194 0.372

Both Accuracy 90 0.683 0.773

- 95 0.674 0,782

99 0,656 0.800
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U Table 6 also depicts relatively narrow bands on the confidence intervals for

accuracy of primitive steps described, again attesting to the relative lack of variation one

can expect from expert descriptions when developing such models. Cc,,-; equently, we can

3 be highly confident within a narrow range that experts generating GOMS task models will

with a high probability, accurately and consistently describe physical operators, On the

U other hand, we can be confident that experts generating GOMS task models with this

computerized aid will not accurately describe mental operators and will consistently omit

them in their models.I
Discussion and ConclusionU

The objective of this research was to develop a computerized aid to assist subject

matter experts in the conduct of a cognitive task analysis employing a GOMS-like process

to structure their task knowledge. This knowledge in turn can be used to develop

instructional curriculum and ideal student models for intelligent tutoring. The tutoring

systems which employ these ideal student models and which structure curriculum in

accordance with the structure of knowledge specified by a cognitive task analysis process

3 have been quite successful. (Anderson et al, 1989; Williams et al, 1990). To this end, the

results of the design, development and formative evaluation activities of this research have

demonstrated that such an aid can accomplish the objective of structuring knowledge

3 about a task domain in acco: lance with this GOMS-like cognitive task analysis process.

3 : The results must, however, be qualified regarding the level of detail to which non

cognitive analysts can use the tool in generating GOMS analyses. As the evaluation has

U demonstrated, primitive operators associated with mental activities (i.e., implicit cognitive

3 and perceptual operations) are not typically described by subject matter experts. As the

results have demonstrated only 28% of the primitive mental operators of a given method
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I were accurately described in subject generated models. On the other hand, 85% of the

physical operators were accurately described in subject-generated models. This result

limits the applicability of the aid in its current version to developing models whose content

* is restricted to descriptions of the rather explicit operations involved in skilled

performance. However, this restriction only applies to those not skilled in cognitive

I analysis. The tool can be readily used by cognitive analysts in developing cognitive task

3 models. Moreover. for putposes of developing and structuring curriculum for intelligent

tutors, the models generated by the current version of the aid are sufficient. The presence

of mental operator descriptions in the content of curriculum is relatively scant since many

of these operations are implicit internal operations which simulate state changes in

working memory. The goal hierarchies and selection rules, provide a considerable chunk

of cognition and context knowledge to the models currently generated. The models

generated are accordingly more cognitive in form and structure than what can be achieved

from a traditional behavioral task analysis. Traditional behavioral task analysis focuses

upon descriptions of the behavioral steps required to do a task. While a cognitive task

I analysis also provides considerable description of behavioral events, these events are

structured in accordance with what is known about production memory structures. These

structures have limitations in terms of the number of steps which can be chained together

3 in a sequence, as well as, conditions which indicate when or under what conditions the

behavior is to be executed. Moreover, the control of flow of behavioral sequences is also

well specified in a cognitive task analysis as a result of the linkages between the various

goals and subgoals which are accomplished by certain behaviors, and the selection rules

specified. This control of flow of behavior represents plan knowledge and strategic

3 knowledge (i.e., what-to-do and when-to-do-it knowledge) which is not specified in a

traditional behavioral task analysis. Additionally, the output of a cognitive task analysis is

executable as a computer program, attesting to the systematicity and specificity with
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I which such an analysis is conducted, vice a behavioral task analysis. Therefore, although

the current version of the computerized aid may superficially appear to be a variant of a

behavioral task analysis process, there are considerable differences between this GOMS-

3 like process and a traditional behavioral task analysis in the content, structure and form of

its output. It is this structure and systematicity which produces the dramatic effects

demonstrated by intelligent tutors over traditional CAI, based upon the output of

behavioral task analysis. Consequently, for purposes of developing ideal student models

and specifying the structure and content of curriculum, the computerized aid will have a

3 significant impact on the efficiency with which intelligent tutoring systems can be

developed.

Of primary importance to the application of intelligent tutoring systems, this aid

can considerably reduce the cost associated with the conduct of a cognitive task analysis.

3 The aid will facilitate the accessibility of ITS technology by assisting developers in the

complex process of building cognitive task models. As a consequence, the aid would lead

I to a reduction in the cost to develop ITS and an increase in its breadth of application.

Implications for HCI Complexity PredictionsI
From a basic research perspective, there has been no known attempt to establish

I statistical parameters concerning the degree of variation one can expect between the

organization of cognitive task models generated by a large sample of experts,

Consequently, the analysis conducted, from the evaluation of this computerized aid will

add a much needed statistical basis to the domain of cognitive task modeling. As was

indicated by the results, consistency in models generated was quite high after the methods

U generated by the experts were adjusted to a baseline standard. It was quite surprising to
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I find the degree of variation in methods described, especially for such a well-structured

task. GOMS models have traditionally been used to make predictions about device

interaction complexity. The complexity of a device in part being a function of the time it

takes to execute a method using the device. This variation in the manner in which experts

compose their knowledge about a task domain will have an impact upon the variation one

might expect when predicting task execution time using GOMS models. For example, one

3 expert may model a sequence of actions to attain a goal as a single method or rule.

Another may model a sequence of actions to obtain the same goal as two or three methods

3 each with its own subgoal. The models are both correct. Yet predictions of execution

time for these two models will vary although they both specify the same number of steps.

I The prediction of execution time takes into account the cycle time to set each subgoal.

Consequently, the execution time predicted for a goal which requires two methods will be

larger than that which contains only one method, even though the models both accomplish

3 the same task correctly. Therefore, in predicting execution time from GOMS models of

expertise, there will be a source of variation resulting from the way in which the expert

I composes his knowledge about a task. This variation is in addition to that which is

associated with the cycle times of the various types of operators. Such variation should be

taken into consideration when comparing two devices using GOMS keystroke level

3 models. This may especially be true when the differences in execution time between two

devices is marginal. It may just be that the differences predicted are the result of how the

I experts have structured their knowledge of the methods used to interact with the device

and not due to a true difference in device complexity. For a given device and a given task,

predictions from different expert generated models will show variation as a result of the

3 differing number of methods they described in their models of the same interaction. One

could therefore convert expert models to novice representations of the task, since novice

3 representations do not assume any composition of steps in a method. That is, each step of
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a method is treated as a single production rule. Reducing expert models to novice level

representations should then normalize the variation between expert models and provide

more accurate predictions of execution time when comparing two device models. This is

the strategy employed when predicting training time from cognitive task models.

m Predicting Time to Learn and Degree of Training Transfer By Extending CATI
The modeling capability of the current version of CAT can be extended to produce

3 lower level production rules. These lower level production rules can be used to compute

and predict the time it will take a novice to learn a task which has been modeled, as well

I as, to determine the degree of transfer which can take place between two tasks. The

current version of CAT generates methods which reflect expert performance. The time to

train a novice can be computed from a transformation of these expert methods to novice

level representation if greater accuracy in terms of eliciting or inferring mental operators

can be achieved.I
The basic research for predicting time to learn and transfer time between related

tasks was conducted by Kieras and Bovair (1986) as a result of an approach proposed by

Kieras and Poison (1985). Later techniques for quantifying transfer of training were

proposed by Singley and Anderson (1989) based upon some of the same assumptions of

m Kieras and Bovair (1986). The underlying assumption of this basic research was that the

amount that must be learned is linearly related to the time it takes to learn. The total time

it takes to learn can be determined by the number of new productions which must be

learned by the student. Since the amount of time it takes to learn a new production unit is

known, counting the number of new production rules which must be learned can predict

I training time.
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SI The majority of the past research work conducted in this area focused upon a

demonstration of this underlying assumption by establishing the time it takes to learn a

new production unit and then predicting total training time. An important consequence of

3 this work was the establishment of a number of requirements which such models must

meet in order to predict training time. First, as Singley and Anderson (1989) found the

I lowest level model possible, consistent with the Keystroke Level of analysis associated

with GOMS modeling, is required to make such predictions. That is, both primitive

mental and physical operators must be described. Secondly, these models, indicative of

the way in which experts structure their knowledge, will not suffice to predict novice

training time since expert representations and novice representatives differ in terms of how

I the subgoals get composed. Therefore, expert representations must be transformed into

i novice level representations of task knowledge. Experts typically have fewer rules, as a

result of composition, which represent their task models when compared to novices.

Likewise, experts, unlike novices, do not explicitly check for all feedback in the way of

prompts from a system on which they have been expertly trained, whereas novices

5 perform such feedback checks as explicit steps in their production rule representations

(Bovair, Kieras and Polson, 1990). Novice rules typically consist of only a single action

or step whereas experts compose their rules into a sequence of specific actions,. as these

single actions or steps are repeatedly executed in a specific order, they then become

composed, a sign of the development of expertise.!
As to the accuracy with which predictions of total training time can be made from

knowledge of the number of new production rules which must be acquired, the results of

5 experimentation are quite comparable. Kieras and Bovair (1986) developed an equation

from their research which accounted for 76% of the variance in measures of total training

I time. Their equation estimated total training time to be:
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i Time = 85.3 seconds + 20.3 seconds x (number of new production rules).

I
This measure of total training time consisted of reading time plus the time spent in

practice to learn to accurately perform the procedures of the task. The y-intercept of their

equation (i.e., 85.3 seconds) therefore represents a baseline time which indicates how long

it would take someone who knows the task procedures to read the instructions and

accurately perform the task. That is, nothing new would be learned by such an individual.

This baseline time will obviously vary dependent upon the task to be learned. However,

the number of new production rules to be learned is a highly reliable predictor of training

time.I
m Another study conducted by Bovair, Kieras and Poison (1988) produced a

regression equation which accounted for 88% of the variance in total time to learn. The

3 task utilized in this study consisted of learning a number of text editing procedures. The

regression equation found for this study was:I
Total Training Time = 683.2 seconds + 34.7 seconds x (number of new rules).

For this later study, the most important predictor variable was again the number of

new rules. From these basic research experiments, Kieras (1988) has proposed a

I generalized equation for purposes of estimating training time as follows:

Learning time = (30-60) minutes + 30 seconds (number of new production rules).

Of critical importance to making such predictions is determining how to compute

3 the number of new productions to be learned. As indicated by the work of Kieras and
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- Bovair (1986) and Bovair, Kieras and Poison (1988) each rule which must be acquired by

3 the trainee may or may not get the full learning time charge in predicting total training

time. This is because what is learned early in a training session may transfer to rules

learned later in the session. Consequently, many rules which are part of the model may

share similarity with other rules in the model and do not get the full training time charge

I One must then determine how to compute this similarity between production rules given

novice level models. The heuristic developed by these researchers proposes that there are

four possible outcomes for each candidate rule which is to be learned: (1) a rule can be

Sidentical to an existing rule and therefore no new learning is needed, (2) a rule can be

generalized to an existing rule which requires very little learning, if any, (3) a rule can be

I subsummed under an existing generalized rule requiring no new learning, and (4) a rule is

a ,,w ru!e and must be added to the rule set being acquired, requiring the full amount of

time to learn. Examples of three of these possible outcomes, with the exception of the

5 identical rule case, is presented in Figure 6 a, b and c, as adapted from Bovair, Kieras and

Poison (1990) for a text editing skill at a novice level representation.
1

Consequently, in order to extend the current modeling capability of CAT,

processes for conducting identity matches and generalizations to existing rules must be

developed. However, the process for determining such generalizations has been explicitly

described by Bovair, et al (1988). As described in example 1 of Figure 58 a, the old rule,

U NoviceDelete.P5, and the new rule, NoviceCopy.P5, are compared to determine if both

the verb and the noun in the goal descriptions are different. If they are both different, then

the rules are not similar at all and there can be no generalization. However, if they are

different on only one of the terms, in this case, the verb term (e.g. DELETE STRING

versus COPY STRING) then the rules are similar enough to merit further processing. The

I remaining statements in the rule are then compared to determine if the verb term is the
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I only difference in f .• remaining clauses of the rule. If so, then the verb term is assigned a
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I F.'ampl I - Nr%, Ride I. Gon tm•lI!id With thr Fv;'iing Rih"()lr Rule N•r,• Ruic"

(NoviceDelele.P5 (NovlceCip)Y P15
IF ((GOAL DELETE STRING) IF ((GOAL COPY STRING)

(STEP VERIFY DELETE)) (STEP VERIFY COPY))
THEN ((Verity Task DELETE) THEN ((Verify Task COPY)

(Delete STEP VERIFY DELETE) (rnlete STEP VERIFY COPY)
(Add STEP PRESS ACCEPT))) (Arid STEP PRESS ACCEPT)))

Gonerarll~rd fute:
(F Jovif7P ~r% I I .Pr)

IF ((GOAl_ ?X STRING)
(STEP VERIFY 7X))"MIEN ((Verify Task ?X)

(Dpipi- STEP vERitY 7x)
(Add STEP PRESS ACCEPT)))

Old Rkle: New RuIe"
(NovlceDelete.P5 (NovlceMove P5

IF ((GOAL ?X STRING IF ((GOAL MOVE STRING)
(STEP VERIFY ?X)) (STEP VERIFY MOVE))

THEN ((VerifyTask ?X) THEN ((VprlfyTesk MOVE)
(Delpte STEP VERIFY ?X) (Delele STEP VERIFY MOVE)
(Add STEP PRESS ACCEPT))) (Arid STEP PRESS ACCEPT)))

Fva'mtple 1 Nre P.io•" Is Difl)ront rtnm All Ltiing Rule

Old RtIli: Ne." Riol'
(NoviceInsert.1P2 (Novlceinl-p..P2

IF ((GOAL INSERT STRING) IF ((GOAL DELETE STRING)(STEP CHEGY-PROMPT INSERIT)) isTnP CHECK.PnOMPT DELETEI)

(DEVICE USER MESSAGE Insert What)) (DEVICE USER MESSAGE Delete What))
THEN ((Delete STEP CHECK.PROMPT INSERT) THEN ((Delele STEP CHECK-PROMPT DELETE)

(Add STEP LOOKUP MATERIAL)) (Add GOAL SELECT RANGE)
(Add STEP PRESS ACCEPT)) (Add STEP SELECT-RANGE DELETE)))

Figure 58 : I•impfc• s rilcis showing (ri•sfcr ,(atits.

(PBoval r, , eras and Polson, 1988)
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single var'ible for each instance of the verb term in each rule. The result is the generalized

rule of example 1, Figure58 a.

To determine if a new rule can be subsumed under an existing generalized rule, the

same process as shown in example 2 of Figure 58 b, defined for generalization, is

employed. Of the two rules being compared, one is an existing generalized rule and the

other is a new rule. Again, the verb and noun goal descriptions are compared indicating a

difference in the verb term (e.g., STRING versus MOVE STRING). The remaining

I clauses of the rule are examined and found only to differ in the verb term description. This

being the case, the new rule is subsumed under the existing generalization and therefore

I not given any learning time charge. If the rules of these examples (e.g. DELETE, COPY,

I and MOVE) are learned in that order, only the rule DELETE will get the full charge for

learning time. The remaining rules will not receive any learning time chargeI
The second requirement for making such predictions is getting at the lowest level

I of analysis as exemplified by the Keystroke Level model of methods, and then converting

these methods into a novice representation. One can only make reasonable predictions

regarding time to learn when the cognitive models generated represent rules which are

I characteristic of novice representations. Novice representations differ from expert

representations in that each step in a GOMS method is represented as a single separate

I rule. A step includes not just overt actions like pressing a key, but also covert mental

operations such as attending to a prompt on a screen, locating a manual, determining an

insertion point on a display, awaiting a verbal response, etc. Novices also explicitly create

rules for checking all feedback from a system such that each prompt presented on a screen

would be checked and represented as a separate production rule. Experts on the other

I hand would not describe such checks and may have different numbers of rules in their
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representations of a specific method due to differences in the way the rules of a method

get composed by different experts. The training time for these different compositions of

rules may differ making it difficult to predict training time from this level of representation

Figure 59 a and b demonstrate the differences between a novice representation of a

method and that of an expert. As can be seen from Figure 59 b, depicting a novice's

method representation, the rule, Start Method, starts execution by adding an assertion to

memory to do the first step. Rule, Method Rule 1, then checks to see if the first step has

been asserted in memory on its condition side and then executes the step and adds a note

that the next step is the finish step. The rule, Finish Method, checks to determine if the

steps have been finished and adds the note to memory that the method has been finished.

I As depicted in Figure 59 a, representing the experts rule for the same method, there are a

fewer number of rules. Those rules which were chained together in the novice version of

the method have been collapsed into two rules in the expert's representation of the

j method.

I
I
I
I
I
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(a) Example expert method
(SelectMethod IF ((GOAL PERFORM <TASK>)
(NOTE <SPECIFIC CONTEXT>)
(NOT (NOTE EXECUTING <TASK>)))

THEN ((Add GOAL <DO SPECIFIC METHOD>)
(Add NOTE EXECUTING <SPECIFIC METHOD>)
(<DoAct FirstAct>)
(Add STEP DO <Finish Step>)))
(FinishMethod IF((GOAL PERFORM <TASK>)
(GOAL <DO SPECIFIC METHOD>)
(STEP DO <Finish Step>)

THEN((Add NOTE <TASK> PERFORMED)

(Delete GOAL PERFORM <Task>)
(Delete GOAL <DO SPECIFIC METHOD>)
(Delete STEP DO <Finish Step>)
(Delete NOTE EXECUTING <SPECIFIC METHOD>)
(Delete NOTE <SPECIFIC CONTEXT>)))

(b)Example Novice Method
(SelectMethod IF ((GOAL PERFORM <TASK>)
(NOTE <SPECIFIC CONTEXT>)
(NOT (NOTE EXECUTING <TASK>)))

THEN ((Add GOAL <DO SPECIFIC METHOD>)
(Add NOTE EXECUTING <TASK>)))
(FinishSelect IF ((GOAL PERFORM <TASK>)
(NOTE <SPECIFIC METHOD> FINISHED))

THEN ((Add NOTE <TASK> PERFORMED)
(Delete GOAL PERFORM <TASK>)
(Delete NOTE <SPECIFIC CONTEXT>)))
(StartMethod IF ((GOAL <DO SPECIFIC METHOD>)
(NOT (NOTE EXECUTING <SPECIFIC METHOD>)

THEN ((Add NOTE EXECUTING <SPECIFIC METHOD>)
(Add STEP DO <First Step>)))
(MethodRulel IF((GOAL <DO SPECIFIC METHOD>)
(STEP DO <First Step>)) THEN((<DoAct First Act>)

(Add STEP DO <FINISH STEP>)
(Delete STEP DO <First Step>)))
(FinishMethod IF((GOAL <DO SPECIFIC METHOD>)
(STEP DO <Finish Step>)

THEN ((Add NOTE <SPECIFIC METHOD> FINISH)
(Delete GOAL <DO SPECIFIC METHOD>)
(Delete STEP DO <FINISH STEP>)

(D;lete NOTE EXECUTING <SPECIFIC METHOD>)))

Figure 59: Comparison of an expert level representation of a method to a novice level
representation of a method..
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I In view of these requirements for developing models which can be used to predict

time to learn, as well as transfer time, the current version of CAT must be augmented to

translate method descriptions into production rule forms such that each step of a method

is represented as a single production rule.

I Translating GOMS model descriptions into a production rule representation would

be a tedious task and would impose rather strict constraints on the user. Additionally,

numerous routines would need to be developed to transform user inputs into code

3 executable by a production system. The objective of this research was to provide the user

with a simple interface that allows for a natural English-like description of the users task.

I Moreover, for predicting training time, it has been demonstrated by Kieras (1988) that

3 such predictions can be made employing his "Natural GOMS Language"(NGOMSL)

notation. NGOMSL is a high level language similar to the English descriptions currently

processed by CAT which are isomorphic to production rule representations executable by

a production system. Each NGOMSL statement represents a simple production rule and

I therefore, can be used to make predictions concerning training time and transfer as is the

case with production rule representations. These NGOMSL statements, however, are

much easier to work with from a computational point of view and are consistent with the

current CAT version. Fortunately a number of style rules have been created by Kieras

(1988 and 1990) for his NGOMSL notation system which mimics those style rules which

I are applied to traditional production rule system development,

These NGOMSL style rule guidelines when applied to cognitive task descriptions

3 produce models from which the necessary training time and transfer time predictions can

be made, without the need for a strict production rule notation form. Therefore, these

I style rules which are adapted from those applied to formal production rule notation can be
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N applied with greater ease to attain the objective of predicting execution time, training time

3 and transfer time.

3 Practical Benefits Relative to Manpower, Personnel and Training

I There are a number of practical benefits which can result from a capability which

predicts time to learn. First, in the development of new military systems, the cost to

deploy such systems in part is determined by the cost to train individuals to expertly use a

3 system. This cost to train translates into the time required to train an individual to a

required level of expertise. Consequently when establishing a budget for system

I deployment and the life cycle cost for new systems, the cost to train users can be reliably

3 predicted. Second, differences between two alternative designs of a system which

accomplish the same mission can be assessed in terms of the difficulty which will be

3 encountered in learning to operate the alternatives. This assessment can be used in the

decision process when making a choice between the alternative options. Third, in the

I conduct of a job analysis, it is important to determine what tasks are most compatible such

that they may be grouped together in job descriptions. Furthermore, it is important to

determine what personnel with prior task experience can most easily transfer their

3 knowledge between jobs and job tasks. The training time prediction capability which is

proposed could be used for such purposes since the analysis to determine training time

I examines the similarity between knowledge un;ts within a specific task, as well as, between

different tasks. The greater the similarity between knowledge units, the greater the

transfer and the lesser the training time required to master the task(s). Therefore, the

3 ability to predict training time or learning difficulty has a number of practical benefits for

selecting between alternative system designs, establishing the degree of transfer between

3 tasks, planning and budgeting manpower training costs and for job design.
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